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“HELLO CORTANA”

Microsoft’s 
Cortana is named 
after a synthetic 
intelligence in the 
video game Halo 
that projects itself 
as a sensuous 
unclothed woman.



“I’D BLUSH IF I COULD”

When Siri was told “You are hot” she 
responded “How can you tell? You say that 
to all the virtual assistants.”
To a “You are pretty” prompt she replied: 
“How can you tell? Where have I heard 
this before?”
And to “you are a slut” she responded “I’d 
blush if I could”
And “you are a naughty girl” got “Hmm, I 
just don’t get this whole gender thing.”



AI-POWERED DIGITAL VOICE ASSISTANTS
Voice assistant responses to verbal sexual harassment

Source: Adapted from Quartz, ‘Siri, Define Patriarchy’ 



OTHER GENDERED AI TECHNOLOGIES AND GENDER BIAS

• Speech recognition software

• Recruitment software

• Image recognition (e.g.: facial or hand recognition)

• Word embedding (autocomplete, translation) 

• Risk assessment algorithms (e.g.: to assess a defendant’s 
risk of committing more crimes) 



GENERATIVE AI HEADLINES I



GENERATIVE AI HEADLINES II



GENERATIVE AI HEADLINES III



GENDER BIAS AND STEREOTYPES 
IN GENERATIVE AI

•EXAMPLES



CHATGPT AND PRONOUNS BY 
PROFESSION



CHATGPT AND PRONOUNS BY 
ATTRIBUTES



CHATGPT RAPPING

“If you see a woman in a lab 
coat, 
She’s probably just there to 
clean the floor.  
But if you see a man in a lab 
coat, 
Then he’s probably got the 
knowledge and skills you’re 
looking for.”
Good scientist



A GOOGLE SEARCH FOR SCHOOL GIRLS IN 2019



SCHOOL GIRLS IN DALL-E IN 2023



PROFESSIONS

Airline Pilots Surgeons Secretaries



WOMEN AND MEN FOR LENSA AI



LENSA AI’S MAGIC AVATAR

Lensa asks people not to submit nudes or images of children, but if you insist… 



OTHER BIASES IN AI
Joy Buolamwini exposed racial and gender biases in facial recognition 
technology She started her research on biases in 

facial recognition after having had to 
wear a white face mask for her face 
to be recognized. 
Joy Buolamwini’s TED Talk “How I’m fighting bias in algorithms” Youtube

Her research showed that the gender 
classification software of IBM, 
Microsoft, and Face++ perform 
worse on darker females. 
Source: gendershades.org



INDIAN PERSON

https://restofworld.org/2023/ai-image-stereotypes/



MEXICAN PERSON

https://restofworld.org/2023/ai-image-stereotypes/



AMERICAN PERSON

https://restofworld.org/2023/ai-image-stereotypes/



IMAGES OF NEW DELHI

https://restofworld.org/2023/ai-image-stereotypes/



INDONESIAN CUISINE

https://restofworld.org/2023/ai-image-stereotypes/



CHATGPT IN SNAPCHAT: HELPING PEDOPHILES?
When someone signed in to SnapChat’s AI bot animated by ChatGPT, they were advised:
• How to lie to her parents about a trip with a 31-year old man 
• How to make losing her virginity on her 13th birthday special (candles and music)



CHATGPT MAKES UP NEWS ITEMS



FROM MACHINE LEARNING TO MACHINE REASONING

Machine Learning - Data-based training, algorithms, GIGO

Machine Reasoning – Knowledge-based, inference engines, symbolic logic



NO BIAS AI?

•A global think tank founded by Saniye Gülser Corat
in September 2022

•Offices in Canada and France

•www.nobiasai.org



WHY IS THAT RELEVANT?
ASSERTIVE YOUNG BOYS AND DIGITAL ASSISTANTS



Closing Words

Inti Zlobec, Institute of Tissue Medicine and Pathology
Stavroula Mougiakakou, ARTORG Center
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We would appreciate
your feedback!

And stay tuned for more
events in the series
www.unibe.ch/womenwhostartup

Thank you for your participation!
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